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AR(1) model 2
—

An AR(1) model reads
Xe=ap+ a1 X1 + &, e S (0,0?). (1)
Conditional on X;_1,

E[X:|X; 1] = ao + a1 X1, var(X;| X;_1) = o>




AR(1) model 3
—

By repeated substitutions of Eq.(1),

Xe=ap+ a1 Xe—1+e&
=ap+aifag + a1 X o+ ei1] + &
=(14ai)ag+ G?Xt_g + a164—1 + &t

o0 o0
o J J Ja
= Jh_}n;o aj Xi—j+ ap E ay + g a €.
j=0 Jj=0

Therefore, an AR(1) process is also a linear process if the
summation converges and if its variance is finite.




AR(1) model
I—

If |CL1| <1,

» the mean is

» the variance is

o0
E[X)]=ap) a] =
=0

o0
Jj=0

ago

1—CL1




AR(1) model 5
—

If |a1\ <1,

» the autocovariance is

o= jrh_ afo®
_ Jj o gth _

vx(h) =0 E ay - ay 7] 2

—Q

Jj=0 1

» the autocorrelation is




AR(1) model 6
—

The above results imply that
1. px exists if a1 # 1.
2. px =0 if and only if ap = 0.
3. vx(h) exists if |a;| < 1.
4. If px and yx(h) exist, then X; is weakly stationary.

Therefore, an AR(1) process is weakly stationary if and only if
—1< a1 <1,or |a] < 1. We can write an AR(1) process as

[o.¢]
Xi=px + Za{&;—j-
=0




AR(1) model 7
—

Using the property of the weak stationarity of X;, we can find
its moments more easily. Taking expectation on both sides of

Eq.(1),
px = E[X{] = a0+ a1 E[X;_1]
=ao+aipux
Therefore,
ao

ux = 1—a;




AR(1) model 8
—

Substitute ap = px (1 — a1) into Eq.(1),
Xt —px = a1 (Xe—1 — px) + €. (2)
Taking the square and then the expectation of Eq.(2),

E [(X: — px)?] = vx(0) = afvx(0) + o°
0_2

=x0=1"gz




AR(1) model 9
—

Multiplying (X;—p — px) to Eq.(2) and taking expectation,

arvx (1) +o0% ifh=0
vx(h) = L .
ayyx(h—1) ifh>0

Using the fact that vx(h) = vx(—h), we have

0.2

7. x(h) = aryx(h — 1) = afyx(0).

0)= ——
7x(0) 1—af

Therefore, the autocorrelation function (ACF) of X, is

px(h) = arpx(h—1) = af.




AR(1): Autocorrelation function 10
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AR(1): Simulation 11




12

Sample autocorrelation function
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AR(1
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a, =-08
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Stationarity of an AR(p) process 13
—

In general, an AR(p) process is given by
Xi=ao+ar Xe—1 4+ +apXi—p + &4, e S (0,0%).

Similarly, if X, is stationary, its mean can be obtained simply as

ao

:EX = .
px = E[Xy] [ ——




Yule-Walker equations 14

—

Substituting ap = (1 — a1 — -+ — ap)px, we have
Xt —px = a1(Xp1 —px) + -+ ap(Xe—p — px) + &
Multiplying X;_, — ux and taking expectation yield

0 ifh>0
h) — h—1)—---— h—p)=
yx (h) = ar1vx( ) apx( p) {02 Fh=0




Yule-Walker equations 15

—

Dividing vx(0) from both equations, and noting that
Vx (=h) =yx(h),

o? = vx(0)(1 — a1px (1) = --- — appx (p))
px(h) =aipx(h—=1)+---+appx(h—p),  h>0

We can then estimate o2 and aq, ... , ap from the
autocorrelations.




Example 16

—

Consider a weakly stationary AR(2) process

Xe = X1+ a2 Xe 1 + e, e (0,07).

Express a1 and as as a function of the autocorrelations.




Stationarity of an AR(p) process 17
—

Let L be the lag operator, i.e., LX; = X;—1, L*X; = X;_o, we
can write the AR(p) process as

(1—a1L - —aplP)( Xy — px) = &

Theorem

An AR(p) process Xy is weakly stationary if the solutions of the
characteristic equation

l—aiL—--—a, P =0

are larger than one in absolute value.




Example 18

—

Evaluate the stationarity property of the AR(2) process

X, = 04X, 1 —0.04X, o +e, & (0,0%).
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