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AR(1) model 2

An AR(1) model reads

Xt = a0 + a1Xt−1 + εt, εt
iid∼
(
0, σ2

)
. (1)

Conditional on Xt−1,

E [Xt|Xt−1] = a0 + a1Xt−1, var(Xt|Xt−1) = σ2.



AR(1) model 3

By repeated substitutions of Eq.(1),

Xt = a0 + a1Xt−1 + εt

= a0 + a1[a0 + a1Xt−2 + εt−1] + εt

= (1 + a1)a0 + a21Xt−2 + a1εt−1 + εt

= . . .

= lim
J→∞

aJ1Xt−J + a0

∞∑
j=0

aj1 +

∞∑
j=0

aj1εt−j .

Therefore, an AR(1) process is also a linear process if the
summation converges and if its variance is finite.
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If |a1| < 1,

I the mean is

E [Xt] = a0

∞∑
j=0

aj1 =
a0

1− a1

I the variance is

γX(0) = σ2
∞∑
j=0

a2j1 =
σ2

1− a21
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If |a1| < 1,

I the autocovariance is

γX(h) = σ2
∞∑
j=0

aj1 · a
j+h
1 =

ah1σ
2

1− a21

I the autocorrelation is

ρX(h) =
γX(h)

γX(0)
= ah1 .
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The above results imply that

1. µX exists if a1 6= 1.

2. µX = 0 if and only if a0 = 0.

3. γX(h) exists if |a1| < 1.

4. If µX and γX(h) exist, then Xt is weakly stationary.

Therefore, an AR(1) process is weakly stationary if and only if
−1 < a1 < 1, or |a1| < 1. We can write an AR(1) process as

Xt = µX +

∞∑
j=0

aj1εt−j .



AR(1) model 7

Using the property of the weak stationarity of Xt, we can find
its moments more easily. Taking expectation on both sides of
Eq.(1),

µX = E [Xt] = a0 + a1E [Xt−1]

= a0 + a1µX

Therefore,

µX =
a0

1− a1
.
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Substitute a0 = µX(1− a1) into Eq.(1),

Xt − µX = a1(Xt−1 − µX) + εt. (2)

Taking the square and then the expectation of Eq.(2),

E
[
(Xt − µX)2

]
= γX(0) = a21γX(0) + σ2

=⇒ γX(0) =
σ2

1− a21
.
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Multiplying (Xt−h − µX) to Eq.(2) and taking expectation,

γX(h) =

{
a1γX(1) + σ2 if h = 0

a1γX(h− 1) if h > 0

Using the fact that γX(h) = γX(−h), we have

γX(0) =
σ2

1− a21
, γX(h) = a1γX(h− 1) = ah1γX(0).

Therefore, the autocorrelation function (ACF) of Xt is

ρX(h) = a1ρX(h− 1) = ah1 .



AR(1): Autocorrelation function 10



AR(1): Simulation 11



AR(1): Sample autocorrelation function 12



Stationarity of an AR(p) process 13

In general, an AR(p) process is given by

Xt = a0 + a1Xt−1 + · · ·+ apXt−p + εt, εt
iid∼
(
0, σ2

)
.

Similarly, if Xt is stationary, its mean can be obtained simply as

µX = E [Xt] =
a0

1− a1 − · · · − ap
.



Yule-Walker equations 14

Substituting a0 = (1− a1 − · · · − ap)µX , we have

Xt − µX = a1(Xt−1 − µX) + · · ·+ ap(Xt−p − µX) + εt.

Multiplying Xt−h − µX and taking expectation yield

γX(h)− a1γX(h− 1)− · · · − apγX(h− p) =

{
0 if h > 0

σ2 if h = 0
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Dividing γX(0) from both equations, and noting that
γX(−h) = γX(h),

σ2 = γX(0)(1− a1ρX(1)− · · · − apρX(p))

ρX(h) = a1ρX(h− 1) + · · ·+ apρX(h− p), h > 0

We can then estimate σ2 and a1, . . . , ap from the
autocorrelations.



Example 16

Consider a weakly stationary AR(2) process

Xt = a1Xt−1 + a2Xt−1 + εt, εt
iid∼
(
0, σ2

)
.

Express a1 and a2 as a function of the autocorrelations.



Stationarity of an AR(p) process 17

Let L be the lag operator, i.e., LXt = Xt−1, L
2Xt = Xt−2, we

can write the AR(p) process as

(1− a1L− · · · − apLp)(Xt − µX) = εt.

Theorem
An AR(p) process Xt is weakly stationary if the solutions of the
characteristic equation

1− a1L− · · · − apLp = 0

are larger than one in absolute value.
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Evaluate the stationarity property of the AR(2) process

Xt = 0.4Xt−1 − 0.04Xt−2 + εt, εt
iid∼
(
0, σ2

)
.
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