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ARMAC(p, q9) process

We say X; is an ARMA(p, q) process if it takes the form

id
Xt =ap+ ﬂ1Xt_1 +- 1+ apthp + & — blgt—l — = bqgtfq, &t ~ (0, 0'2> . (1)

Moments of a weakly stationary ARMA(1,1) process
Suppose that X; is weakly stationary ARAM(1,1) process

Xy =ap+aXs 1+ e —brgq, e <0, (72) : 2)

Then the mean of X; can be obtained simply by taking the expectation of Eq.(2):

ap
1—&1'

Ux =ap +aipx = px =
Next, taking the variance of Eq.(2),

var(X;) = a3 var(X;_1) + var(e;) + b var(e;_1) +2cov(a; X;_q, —bigs_1)
= a?var(X;) + 0% + b2o? — 2a1by0?
(1 —2a1b1 + b%)0'2
1—a?

Subtracting the mean from both sides of Eq.(T),
Xp— px = ao +a1(Xe—1 — px) + et — bigrq 3)

Now multiply X; j, — px to the both sides of Eq.(3) and take expectation, we obtain the
Yule-Walker equations. For h =1,
1x(1) = a17x(0) — B1E [(Xi—1 — px)er—1] = a17x(0) — byo>.
Forh > 1,
x(h) = a1yx(h—1)

which is the same as in an AR(1) process.

Estimation

In an AR(p) model, we can estimate the coefficients by linear regression. However, in an
ARMA(p, q) model, linear regression will result in a biased estimator since the regressors
X are correlated with the error terms ¢; ;. Therefore, here we estimate the model by
the maximume-likelihood estimation.



MLE

Consider a set of random variables { Xy, ..., X7} with joint density function fx,  x,(x1,...,x7;0),
where 0 collects all the parameters in the density function. Suppose now that we observe
the realization of the set of random variables {x1,...,xr}. The idea of MLE is as follow:

e We want to choose a set of parameters 8 such that the probability of observing
{x1,...,x7} is maximized.

Therefore, we set the likelihood function as
L(6;x1,...,x1) = fxy,. % (X1,-..,xT1;0).
The maximum-likelihood estimator is then

6= argmax L£(6;x1,...,xT).
0

In particular, assume X; id A (,0?), then the density function of X; is

T N (x = p)?
th(xtl,ulo-)_\/meXp 202

The joint density is given by
2 : 2
fxoxe (X1, xm i, 0%) =[] fx (e 1, 07)
t=1
T )2
= (2710%) T2 exp (_ y (thg;l) )
t=1

In this case, & = (u,¢?) contains only two parameters. Let £(p, 02, x1,...,XT) = fxy xp (X1, ., XT; U, 0
the maximum-likelihood estimator of x and ¢? are

(4, &2) = argmax L (i, o%xq, ..., xT).

Ho?
MLE of an ARMA(p, q) process
Consider the ARAM(p, q) process
iid )
Xi=ap+mXi 1+ + LZpXt_p +er—brgp 1 — - — bq€t_q, e~ N (0,0' ) .

Then the joint density of ¢; is given by

N

1=
Sy
~_

ferer(€1,...,67;0) = (27‘[0’2)7772 exp <—

T
0

2



However, we do not observe ¢;. Rearranging terms in the model,
g =Xy—ag—mXp_1— - — apXt,p + b1+ -+ bqstfq'

Since we only observe {Xj,..., X1}, we start at t = p + 1 and assume that gy,—j = 0 for
allj > 0.

Serl = Xerl —ap — alXp — = ale
ept2 = Xpro—ap —mXp1 — - —apXo + 1€y
€pr1+q = Xpt14q — 0 — 1 Xptq — - — apXgi1 + b1€pyg + -+ bgepia
er=Xr—ag—mXr_1— - — apXT_p +bier_1+-- -+ bqu—q

Therefore, given the parameters {ay,...,a,} and {by,...,b,}, together with the observa-
tions {Xj,..., X1}, we can obtain the values of {SP_H, ...,€7}. We can then substitute
these values to the joint density function. Finally, we can find the MLE of the parameters
as

6= argmaxﬁ(y,az;xl,...,xﬂ
0

where £L(u, 0% x1,...,x7) = feperer(Ept1, .- €7;0) and 8 = (ag,...,ap,b1,..., by, 0%).

Representation of an ARMA process
Using the lag polynomial, the ARMA(p, q) process can be written as
(1—aL—---—aplP)(Xt —pux) = (1 =byL—--- —bsLT)e;.
Factoring the polynomials, we have
(1—=¢iL)...(1=¢ppL)(Xs —pux) = (1 —61L)... (1 —6,L)e;
where we assume that ¢; # 0; for any i, j. If [¢;| < 1 for all j, then
Xe=pux+(1—¢L) o (1—¢yL) (1 —0:L)...(1—6,L)e
= ux + (i}qﬂiﬁ) <i}¢;;ﬂ> (1—6L)...(1—6,L)e
= J=

This is the MA(c0) representation of an ARMA(p, q) process. In this case, we say X; is
casual. X; is also weakly stationary. Similarly, if |6;| < 1 for all j, then

ep=(1—0L)""...(1—0,L) ' (1 —¢uL)... (1 — ppL)(X¢ — px)
_ (io qy) (io 9;Lf> (1= @iL).. (1 - L) (X — i)
= =

This is the AR(c0) representation of an ARMA(p, q) process. In this case, we say X; is
invertible.



